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Abstract: In this paper, fingerprint verification using Distributed Phase Correlation and Normalized Cross Correlation
based algorithms are presented. Such algorithms are proposed to be used WyoGiputingServices with Quality

of Service (QoS)and Quality of Protection (QoP¥Bince transfer of raw images are communication intensive, a
proposed method is to use 188 Encryption for security and privacy of individuals fingerprints and a FBI approved
Wavelet Scalar Quantization (WSQ) compresgioethod at the source before transmitting to the destination nodes.
Fingerprint scanners from various manufactures have different specifications in image capture size, etc. Standards need
to be set on the specifications for image size, storage, transmisgeroperability of various verification algorithms,

and protection. Results have shown Phase Correlation method is robust in cases of fingerprints have a shift and/or
rotation relative to each other

Keywords: Cloud Services; Distributed Phase Corrielat Quality of Protection (QoP); Quality of Service (QoS)

. INTRODUCTION

Cloudcomputing services are ¢@ming commonp a s s e n g e r bydingerpriat bibmetrids also. Each
nowadays [1]3]. As the demand increases so does fl@ssenger goes through a checkpoint and his/her
demand for better Quality of Service (QoS) and demdingerprint is scanned by an ultrasonic scanning device.
for Quality of Protection (QoP). Security is one of tiehe f i nger print ( s) are sent W
main issues in Cloudomputing services. Applicationsumber and country code for fast look up) for verifimat
which operate on sseitive data must be protectedt data centres which may be distributed around the world.
Sensitive biometric data such as fingerprints mustlhbher e t he tag is used to retri
highly protected as nowadays they are being used in nfsrgerprint and verification made. Since a passenger at
situations for authentications. Fingerprints stolen are mairport A in country A may be a citizen of another country,
of a concern than a user losing his/her passwoid.say B, and thefere normally his enrolled fingerprint
password can easily be changed by the user vbowld be enrolled in the database located in his/her
fingerprints (biometrics) used as authentication can notentry B. Every country has laws protecting the privacy
changed. Therefore, fingerprints must be protected fromd security of their citizens. The scanned fingerprint
fraudulent use with highly secure standards. image has to be transmitted through the internethéo
country to verify the identity of a passenger. A database
Authentication of a person is regeit to access placesf fingerprints maybe in hundreds of millions or billions
of high security and can be done in several wayspending on the population of the country. The
verification by knowledge such as passwords, verificatforgerprint image size NxM varies depending on the
by possession such as id cards or passports, or verificaléotice used. For a size of 768x7&3500 dpi, assuming 8
by biometrics such as fingerprints [4],[5]. Authenticatidaits grayscale image, the amount of storage would be
can bedone locally, such as access to restricted aré&89,824 bytes [8]. Therefore, database size in bytes would
Personal Digital Assistants (PDAs), computers, etc. H@guire a total of image size (Q bytes) multiplied by the
we look at authentication done remotely via clopdpulation size.
computing and therefore security issues which arise are of
major concern, especially in keepinbet data secure. The problem is to authenticate the perdased on his
Remote verification is necessary when the origifiagerprint scanned and sent for verification by cloud
fingerprint is stored at a remote site. One such applicatiomputing services. One question is how much time
is verification by possession and by biometris®uld it take for the verification result to arrive back (i.e.,
(fingerprints), which may be required at airports, bordehe ti me to communicate finge
points, checkpointsetc. All these check points requirdata and timeat process for verification). The time then
verification by possession and for further confirmatidepends on part where the databases are located. Ideally
verification by biometrics may be done with the use @fe location containing all countries fingerprints is
mobile wireless devices. Travel safety is a major concereferred, but, in reality, due to various reasons, such as
not only for the governments but also for any perfar privacy issues and security concerns wolkdlocated at
example boarding a plane. Security has been a great ®suéple locations. Another question is how reliable and
at airports due to terrorist activities. Currently, verificatiaccurate is the verification. Can we trust the result which
is by possession of a valid passport. Consider thenes from another country? Assuming each country
following scenario at an airport, verification of would have their own database, therefore J scanned
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fingerprints would haveto be transmitted via cloudprevent illegal intrusions, they have usedciél
services points to K countries for verification of amcognition and fingerprint identification via cloud
identity of a person as in Figure 1. How accurate is toenputing. It takes about 2.2 seconds to exactly identify
verification result? Fingerprints are considered sensitive subject [10]. Ito et al. use Phase Correlation method
information by any government and should not fall irftar fingerprint verification [20]. In addition, Phase
the wrong hands. Another scenario is the person carri€maelation method has grerties to register an image to
bi ometric card whi ch h o & ckference limage which bas @ dosationf a shit,eanddor i n t
already enrolled. Then, both the scanned fingerprint imagale factor [17][18][20]. This work is an extension of our
and the one on the biometric card is sent to a cloud semaréier work which dealt only with Normalized Correlation
point for verification and esult communicated back asiethod [1].In this work, we presenhovel algorihm for
Apass/ failo. Rel i abl e s e fingérpriet verificationn algorithims thdsed dneparallglo al s
paper focuses on two key issues Speed and Accuraajistiibutedversions of Phasedgrelationmethod
fingerprint verification. For Speed, communication bound
and compute bound problems of fingerprint image(s) lll. FINGERPRINT BACKGROUND
identification or verification at distributed databases areFingerprintbased identification is one of the oldest
explored. The main contribution in this paper is presentigmetric technique [7]. A fingerprint consists of three
parallel and distributed algorithms based on correlatitimensional lines called ridges and the spaces between
methods using 9 patches for high accuracy of fingerptitdim are called valleys. Fingerprint identification is
verification. different from fingerprint verification. In identification,
the question is to answer whose fingerprint is this. In
The paper is organized as follows: in Section Il, soueification, the question is, @alyou who you claim to be.
related work is presented. In Section Ill, fingerprim fingerprint identification, a large database has to be
background is presented, and, in Section IV, methodssam@ched and match is of a form 1:N, whereas in
presented. Section V presents some Cloud Computiafication the original image is to be matched with the
Security Issues. Section VI show® results, Section Vlllive scan image and the match is of 1:1 form. Time
presents the discussion, and in Section VIII, conclusiequired for dentification is much larger than the time for
and future direction are given. verification.

As raw fingerprint image storage demands large amount
of memory space; usually, images are not stored, but their
properties are stored such as minutia type, etc. Here
Wavelet Scalar Quantization (WSQ) [8], a compression
technique developed by the FB$ iused to compress
images for transmittance or storage. WSQ has a better
preservation of fine details over other compression
techniques. A fingerprint image of 589284 bytes is
compressed to WSQ image of size 45621 bytes, a

Figure 1. Fingerprint verification through peer Cloud Services to pe&Ompression ratio of 12.9 [81.
Cloud Services located around the world. ) 1 =
. ;;1’ =
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Il. RELATED WORK

Work on fingerprint identification and verification is
vast in the literature. There are many algorithms
appearing in the literature mainly based on minutia
properties [4]8]. In this work, we use the Normalized
Correlation and the PhaseCorrelation methods for
verification for several reasons. One reason is we store the Figure 2. Fingerprint showing various features labeled.
original fingerprint image (using Wavelet Scalar
Quantization compression technique, a standard set by IV. FINGERPRINT METHODS
FBI) [8] and not only the extracted features as done byAlgorithms use various techniques at different stages
methods based on thminutias. Many algorithms infor example, duringore-processing(using segmentation
literature are fast and have high reliability, but are mot enhancement), during alignment (before matching,
100% accurate [4][5]. Researchers have also propah@éthg matching, displacement, scale, rotation), during
combination of biometric methods, for example fingerprietture extraction (e.g., minutia, singular points, ridges,
plus voice recognition [7]. Government of South Africagsunts, orientation field, texture measures, raw/enhanced
allowing banks to have access to fingerprint databaseiffdge parts), and during cgarisons (based on minutiae
Chang et al. [10] have implemented a +tme global, local, ridge pattern geometry or texture, and
video/voice over IP (VVolP)applicationson a Hadoop correlation) [4]. All categories fall under estimation and
cloud computing system [16]. For access control, to
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approximation theory and the main ones are summariZedistributed Fingerprint Verification Algorithm

below: Most algorithms are of minutia type compared to
A. Minutiae Based Method[4] correlation type. Here we chose'to implement al'gorlthm
L . ... . based on correlation method as it does not require much
1. Image acquisition or captulyy a dewcg. Objectlvg IShre-processingas compared to minutia type. Witbre
to capture image of the center of the finger as t,h's essingn minutia type algorithmshere is a possibility
contains unique features. There are differefityise registrations of minutias due to poor image quality
technologies available in the market. The three M3ifingerprints.
are optical, silicon, and ultrasound. Ultrasound is 5 cloud-service point may use a PC cluster to speed up

better than the oér two. . _ fingerprint verification. The steps of an algorithm based
2. Extracting unique characteristics of the fingerprigh-orrelation method are outlinedfaiows:
and their locations. A fingerprint consists of various

ridges and valleys and formation of loops, arches, and
swirls. Minutiaes are extracted which are of mainkyyqrithm 1: Distributed Correlation Method
two type ridge endings and biftations.

3. Creation of minutiae template: Type,
position, quality, direction of ridges, etc.

4. Template matching between enrolment templates wjth
the verification template.

locatioR, \wsqQ compression is performed on raw fingerprint
image, tagged, and sent to cloud services point.
The tag is used to find the original image from the
database.
3. A procedure is used to extract 9 feature patches of
. Correlation Based Method5] size N x N pixels from the original image and their
The mearsquare difference is defined as locations are marked and store(_j. The_ 9 _patches are
i1 selecltedd_ toward the cegter of féngljerprlr?t m;gfﬂ and
A2 s ; ; 2 equal distance apart. Core or delta points
E(p,q) = aa (GG, 1)- H(+p,j+a)l” . @ preferable to be included in one of the patch.

1=01=0 . S .. 4. ScatterP=9feature patches and their locations to each
where G(i.)) Is the feature image arkd{i, ) is the original node in a PC cluster. Assume the original image is
image. For an ideal case, where there is no noise in theaccessible by all nodes in a PC cluster
imgges, an exact match will makezero for all p_oss_ible . Each node tries to detect the patch on the scanned
po_ln_ts.lln_ practlceEaNc;lrJ]Id ?Ot tbe zero due to _Irlﬁlsefm the fingerprint image by calculating the normalized cross
onginal image an € teature image. Eretore, a correlation equation (2) and sends the result back to
decision is made on a comparison with a threshold [Evel master node
(p.g) HES<T, then the deC|_S|_on IS said to be a ma.tch I%".‘S If majority of patches match with those in the scanned
occurred otherwise the decision is no matchpractice,

. ' . image. The scanned image is sujmeposed on the
the Normalized Cros€orrelation (NCC) given below[7], original image. If there are maignment further

techniques such as Phase Correlation Method

oy}

n-1n-1

4 &G0, j)H(i+pj+q) combined with logpolar method (translation and
_ =0 j<0 (2 rotation) are used to align the image. The normalized
R(p.q) = it 32101 EE correlation value is compared with a thresh®|énd
& 4G & aH%i+pj+qy if it is greater than or equal to 0i8 considered a
@i-0 j=0 0 &0 j=0 0 match. The neighboring patches may also be checked

to achieve even greater accuracy.
is used. When evaluating algorithms the maximum limfts If majority of patches do not match declare a-non
on algorithms are imposed such as time limits of match. 3 .
enrolmentand comparison and size limits on teatpland 8- Send the result fApasso or

memory. Typical values maximum limits used in ) _
fingerprint verification competition are shown in Table There are two types of errors that may ocecumiatching

[4]. fingerprints, one is named a False Match rate FMR (False
Acceptance) and the other False Ndatch FNMR (False
TABLE I. FINGERPRINT VERIFICATON COMPETITION  Rejection). A tradeff between the two errors exists
LIMITS. depending on the threshold. The point where FMR
Maximum Limits on_Algorthms equals FNMR is called the EguError Rate.
Enrolment Comparison Template Memory
seconds seconds Kbytes MBytes
Open 10 5 No limit No limit D. Distributed 2D FFT Algorithm based on MPI
ﬁgﬁgory . 3 ) . Discrete  Fourier Transform (DFT) has many
Category | : applications in science and engineering fields. For

example, in image processing DFT is used in image
The minimum and maximum values depend on typeenhancement, restoration, smoothing, edge tetec
databases; see [4], for further details. compression, and registration [4Z[].
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One application of 2D Fast Fourier Transform (FFT)dsmmunications. The processors speaushe nodes are
in pattern matching. Suppose an image and a temmateemely fast compared to those of communications
(pattern) are given and the objective is to check if thedia.
pattern exists in the image.

Convolution or correlation may be used to find tke Phase Correlation Method
location where template would match, however, The phase correlation method is useful in registering
convolution or correlation is a very compute intensiveages that may have been rotated, translated, and/or
process in 2D image processing. scaled. It has been used in fingerprinttechang [20].
Suppose two images of sizB x Qare given, g{,y) and
If a N x Nimage is convolved with 8 x M template, h(x,y), their 2D Discrete Fourier Transforms (2D DFTSs)
then the number of multiplications and additions requié denoted by @G(v) and H(,v).

are N*2 x M2 For example if a 512 x 512 image is N-1aN-1 g .
convolved with 64 x 64 template then more than a bilion G(u,v) =Q é&a a(j, kw o (4)
multiplications and additions are required. In order to i €k u
speed up computatiorD2Fast Fourier Transform is used.
Wit g .
DFT is computationally demanding therefore a faster H(u,v) = éa h(J,k)wku CIWJV (5)
implementation of DFT is a FFT algorithm. A two i €k u

dimensional Fourier Transform is given by
Cross spectrunR;,, (u,Vv) of G(u,v)and H(u,Vv) is

N-1AN-1
X(u,v) =84 ga x(j, k)W"u gwj" 3) given by *
1=0 &= u Ren (M) =G(,mH (I, m) (6)

where j and k are row and column coordinates,yhere*is used to denote the complex conjugate.

w=€?%Ncalled a twiddle factor. A twdimensional

DFT can be obtained by omkmensional DFT oiN pOintS Crossphase Spectrun"R(’;\lH (I , m) is defined by

of a row then performing a ordimensional DFT on the

transformedN points. A sequential 2D FFT can be N

convertedto a parallel form using MPI on a PC cluster RGN (I,m) = G(l,mH(l,m)

[19]. GivenN x N 2D matrix which may represent an R |G(I,mH (I, m)*|

image and® nodes. Each node can compute a FFN/&f _ _igtm)

points, then transpose the matrix, and comphi® =€ ()
column points.

Phase correlation functionrly, (p,q) is the 2D inverse

Algorithm 2: Distributed MPI 2D FFT ﬁT of (7) and is given by

Given N x Nimage. The basic steps involved in a

MPI-FFT are:
1. ScattemN/Prows of matrix to each node. N [ RPN -
2. Perform 1D FFT on rows Fgn (p.Q) = 5= a a Rex (l’m)WP WQ (8)
onr - P
3. Transpose matrix using &t-all communications.
4. Perform 1D FET on columns. In the case g(x, y) and h(x, y) are the same image then the
5. Gather results from nodes. Phase Correlation function is given by
Sequential time complexity of FFT i® (N log N)and N 1 . o ovrm
ideal parallel time complexity would b@(log N)with N lyo (P,0) = %a a W, PwW,™
processors or nodes.
=d(p,q) )

Communication time for the case p£N is O (log N) . ) .
and for the case gi<N is O (log p)for interconnection Where d(p,q)is the Dirac delta function. The peak
network which allows simultaneous exchanges. Tpeint location is given by
communication time of parallel FFT consists of time to alx,y) = max{r"} (10)
scatter N/P points, time of alto-all communication (X, Y)

performing the transpose of the matrix, and last time {@/hen two images are similar their Phase Correlation
gather N/P points. That is 3 communication time$ }ynction gives a distinct sharp peak. Phase Correlation
scatter, i) akito-all, and iif) gather. function produces a more distinguished peak than the
: L o ! ordinary correlation function. The peakight is used to
The computation to communication ratio is defined @8asyre the similarity between two images. The Phase
the ratio of the time spent computing the two 1D FFESyejation function has the following properties, Shift
rows and columns to the times spent to execute colleGiiV&iance, Amplitude invariance, and Immunity against
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additive noise. The properties can be verified direaiiffereri=r/s andlogri=logr - logs.
fromthe Fourie Tr ansfor mdés properties [17] [18].

, From the Fourier properties, a positional shift produces a
Suppose the images are related by phase shift and linear scaling of a spatial variable x,y
a(x, y) = h(x- %, Y- Y,) . (11) produces an inverse scaling of spatial freqiesa,v. The

. . phasecorrelation method can be used to obtain the
that is g(x, ) is translated by an offéx, Y, ). From translation in logpolar coordinate system.

the Fourier transformshift property the images are related

by Algorithm 3: Distributed Phase Correlation Method
G(u,v) = H(u,v) e '®We*v¥) (12) 1. Given two images g(x y)and h(xy)of same
dimensions.
From the normalized crogower spectrum the2. Given 2k+1nodes in a PC cluster, one master node
exponential phase shift factor can be obtained as, and 2k (k>0) slave nodes.
3. In parallel use Algorithm 2 to perform MPI 2D FFT
() = H (UG (V) of matricesg(x, y) and h(x, y) each ork nodes.
' [H(U,V)G (U,V)| 4. Take the co'njugate dB(u,v).
— iurtvy,) 5. P(u,v)=Multiply the result of step 4 by H(u,v) and
=e : (13) divide by absolute of G(u,v)xH*(u,v).
The inverse Fourier transform gives the Dirac deffa p(x,y) = abs( inverse 2D FFT of P(u,v) )
function at the offsefX,, Y, ) - 7. Obtain the coordinates (x,y) of the maximum peak
P(X Y) =d(X- X5, Y- Yo)- (14) Algorithm 4: Distributed Image Registration (scaled,

Let g(x, y) be a scaled, rotated, and translated versiorotsfted, and translated)
h(x, y), defined as,

= 3 - sOVsino - 1. Given two images g(x,y) and h(x,y).
9(x.) h(s?(q)sq s(?'smq %o, 2. In parallel, use Algorithm 2, compute MPI 2D FFT of
s&xsing + sQy cosg- Y,) (15) g(x,y) and h(x,y) to obtain G(u,v) and H(u,v) both
shifted to center zero frequency.
Then the Fourier transform would be 3. In parallel, compute the magnitudel =|G(u,V) |

1 . . . _
G(u,v) = —- H(uicosg- vising ,uising +vicosg) ¢ 3 My =[HUuVv)|.
|s°| 4. In parallel, filter both magnitudedM and M,

g 1) (16) through a highpass filter and label outputs as HP1 and
HP2.

where ué6 = u/s and vo= v /F.S Scale and Rotation Calculations

The magnitude of above (16) is 5. In parallel, map HP1 and HP2 to Ipglar

coordnates as LP1 and LP2.
- . - . . 6. Use the Algorithm 3 to perform the phasarelation
M (u,v) = wOM, (uicosg- vising, uicosg +Vvising)) (17) o Onngl o LPZ? P

) o ) ~a.) First use Algorithm 1, compute MPI 2D FFT of LP1
Where w is a weighting factor. Using polar coordinates gnd LP2. Label each as FLP1 and FLP2.
(r,f)and letingu=rcosf and V=rsSinf. b.) Multiply FLP1 by conjugate of FLP2 and divide by
Inserting in (17) above results in, absolute [FLP1 x AR2*| to obtain P(u,v).

M (u,v) = WM, (ricosf cosg- risinf sing. c.) On P(u,v) compute inverse MPI 2D FFT matrix,
¢ P . - p(r,q) . Find the coordinates of maximum peak,
ricosf sing +risinf cosg) ( (18) . .
thus, giving the rotation angle and scale.
d.) Compute rotation angle and scale.
7. Rescale h(x,y).

o . . 8. In parallel, due to ambiguity irangle of rotation
Mg (u,v) = wQM,, (ricos( +q)- risin(f +g)) (19) perform 2 rotations. On the rescaled image h(x.y),

And using trigonometric identities results in

which can be represented as, once by an angleg and the other by an angle plus

M (r,f)=wM, (ri,f +q) . (20) 180e and | aMy(rl) aedal(xy)as
Converting to logpolar form, by taking the logarithm  respectively.
results in

M (logr,f) = WEM L (logri,F +q) 21) G. Translation Calculations
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9. In parallel, perform 2 phase correlations, once g(x,y)

with h(x,y), and the other, g(x,y) witth,(x,y). T, _ T,
Note: G(u,v) is already available from step 2 above.™P — I =~ T +T
a.) Use Algorithm 2 to calculate 2D FFT andbel each P comp comm

as H,(u,v) and H, (u,Vv) , respectively. _ _ o
Where T, is the sequential execution time on one node,

2 and Tp is the execution time oR nodes consisting of

|FFT] of Image 1 &l High HP1 Log-Polar P1
——»! shittocenteron |—w| Pass || -3

Transform
ze10 frequency Filter

FFTofLP1

| Sy computation and communication time. Note in parallel
\ = ) processing one would prefer the computation time to be
Corelton|_—. higher than communication time.

Inverse
Image FFT

w2 P2 | reroiip2 V. CLouD COMPUTING SECURITY ISSUES

[FET of mage 2 | @Y | high LouPor
—»| Shifttocenteron || Pass |—m| Trfnslmm | shifttocenteron {  FLP2

by | 20 fcuercy L R Now adaysfingerprintsare béng used to authenticate
users to gain access to different types of services on the
internet, such as access to courses online, banks, etc.
Security is one of the main issues of cloud services. Loss
) of privacy is another. Fingerprints have to be protecte
7\> from fraudulent use by anyone. Therefore the
Rote mage2 ["10) phase transmission of fingerprints through the internet must be

h(xy) by Angle | FFT —m Conelation Pl(xy)
o Inverse

e i encrypted for confidentiality and integrity. The
e fingerprints have to be encrypted based on industry and/or

2. Compare peaks

o o taron government standards. That is the fimpgarts need to be

3. Ifangle 180, add

] \, . et ity protected while in transit as well as in the cloud services
E{l‘?ﬂ?iﬁ;ﬁ@mﬂﬁﬁfgy/@ database.  The fingerprint databases from different
e i countries may be moved to cloud services data centres

would involve many security issues such as privacy,

Figure 3. Parallel Image Registration using Phase Correlation Meth%ntrol and accesslity from third parties such that data
b) In parallel, multiply G(u,v) by the conjugate Oﬁecur!ty,_ ap|o_I|cta_t|or(1j security, and data transmission
H,(u,v) and G(u,v) by the conjugate #i,(u,v) and securty Is maintained.

divide each by absolute, respectively. Currently at USA airports and some European airports
c) Perform inverse 2D FFT on each and label 43 fingerprinting foreign nationals at their airports and

p.(x y) and the other ag,(x,y)- retaining their figerprints in their databases. Also,
d.) Find the coordinates of maximum peaks fix(x,y) fingerprints are being used by various institutions to
andp, (x, ) authenticate a person. In such cases it is obvious the

gggerprint once taken of a person is no longer considered
o De private, nor secure from being mised.
ingerprints are considered unique and unchangeable (i.e.
Jart of a person) unlike passwords which the user can
) ; ) ] change (i.e. something the user knows and can change at
image h(x,y) to register, otherwise if max peaf;|y and Smartcards (i.e. something a user has possession
belongs top,(x,y) then translaten,(x, y) to register of). In other words authenttion based solely on
with g(x,y). fingerprints may become more risky than those based on
possession and knowledge. For highly confidential data it
would be necessary to combine 2 or more authentication
H.  Computational Complexity of Image Registration methods. It would be necessary to have secure connection
The computational complexity of parallel imadeom souce to destination such as BB SSL encryption.
registration algorithm consists of 6 2D FFT, 2 hjgfss
filters, 2 logpolar transforms, 3 Phase Correlations, and 2The cloud services should have a Quality of Service
image rotations. Note, reduction in number of FF{30S) that would include Quality of Protection (QoP) in
required can be reduced since imageeisl valued (seeaddition to maintain privacy, security, reliability,
Reddy and Chatterji) [18]. It is seen from Figure 3 theailability, and management.
computations can be performed in parallel and each 2D
FFT can be performed using Algorithm 2. The 2D FFT VI. RESULTS
hasO(n log n) complexity using sequential method. A

X . A. Beowulf PC cluster Specifications
One of the metric used to measure computational . . .
performance is speedup and is defined as Our testbed consists of a PC cluster including 20 Lenovo

machines with the following
Duo CPU,E4400 2.00GHz1.00 GB of RAM. Network
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Card: BroadcomNetlink, Gigabit Ethernet, Driver dat®ccurs. Comparing Figure 6 with Figures 9 to 17, it is
8/28/2006 version 9.81.0.0. The PCs are connected g&en that patches of size 64x64 depict a sharper peak.
Gigabit D-Link Ethernet switch. Each machine has a

RedHat Enterprise AS Linux operating system installed, In Figures 18 and 19, the referenfingerprint and

and uses LAM 7.0.6/MPI 2. fingerprint to register are shown with their FFTSs,
respectively. Figures 20 and 21 show the fingerprints
B. Model converted to Polar coordinates. Figures 22 and 23 show

A PC cluster of size 2@odes is used to model 28¢ FFT of LogPolar magnitude FFT of image 1 and
airports. Each airport is located in a different country. Al§Age 2, respectively. igures 24 to 32, show the results
assume each node in a cluster which represents an apdipase Correlation method. It clearly shows the Phase
is also a processing centre (cloud service point). The cle@érelation method depicts much finer peaks in
service point is assumed to have access toefpngnt Comparison to the Normalized Correlation method. It is
databases around the world. The link between any &9 Seen that the height of the peaks in Phase Correlation
nodes may contain a number of routers with differépgthod is much smaller than the height of the peaks

latencies and bandwidths. obtained by the Normalized Correlation method. In our
experiments, peaks having values greater than 0.10
C. Experimental result indicated fingerprints matching and values less than 0.07

In this section, we present results of Normalizé’tﬁj'cate_d flngerprlnts not matcr_nng. Aeg of rotation of
Correlation and Phase Correlation Methods en 10 fingerprint images were kept in betwee20 degrees to
nodes in a PC cluster. Given an original fingerprint of si=P degrees.

NxM, partition the image into B blocks each of size o .
N/patch size. For example if N=512, then for patch size of ~From the results it is concluded Phase Correlation
16 pixels there are B=32 blocks, choose 9 patches loctgiiod may be used in combination with Normalized
approximately inthe center, for example, blocks n(g.;orrelat}on metho_d for higher accuracy and rellab|l_|ty of
(12,12), (12,15), (12,18), (15,12), (15,15), (15,l§)1ygerpr|nt matching. The accuracy of the algorithms
(18,12), (18,15), and (18,18). Other ways can be use gpends on the value of thresho!ds set, e.g.,, T=0.10
choose the patches, for example, choosing a patch agiRwed zero FAR on our database size of 60.

core or delta. The 8 other patches chosen are stpndi

from the center patch enclosing the core or delta point. = .

Also, the number of patches selected is arbitrary, however
we choose 9 to achieve greater accuracy. The master node
uses Message Passing Interface (MPI) to scatter the
scanned fingerprint anthe 9 patches to the 9 nodes in a
cluster.

Each node searches in theighbourhoodf each
block by sliding the patch pixel by pixel to find maximum
normalized correlation. The database of fingerprints
consisted of 20 people with 3 prints of the same finger for
a total of 60 images. Figure 4 shows a sample of two
prints of the same fger with the second print clipped on
the top. Figure 5 shows the 9 patches selected of size
32x32 pixels and figure 6 shows a sample of normalized
correlation. We experimented with different patch sizes of
16x16, 32x32, and 64x64 pixels. Patch sizes 4{6@
pixels exhibited sharpest peak in comparison to peaks
O_btamed by using patches of sizes 16x16 and 32X§%un ‘wo fingerprint impressions from the same finger with the
pixels. The FAR for threshold values of T =0.85 was bottom imageelipped at the top.

0.02% for the patch size of 32x32. For patch size of
16x16, FAR starts to occur when T was gea value of

0.8. For patches of size of 32x32 and 64x64, FAR starts to
occur when T was set to a value of 0.7. The FRR was
11.3%, which is due to images having rotation. It is A3
observed 9 patches are more than sufficient to discriminate =%
an impostor fran the genuine fingerprint.

Figure 7 shows two fingerprints of the same person
with some rotation and translation and Figure 8 shows 9
patches of size 64x64 pixels. Figures 9 through 17 show
the Normalized Correlation of each patch correlated with
the reference fingerprint. The peak in each figure
represents the location where the match of the patch

@
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Figure 1. Nine patches of size 32 x 32 pixels.
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Figure 8. Sample maximum peak obtained by normalized eross
correlation of patch number 1 of size 64x64 pixels.

Figure 5. Sample maximum peak obtained by normalized eross
correlation of patch size of 32x32 pixels.

Figure 9. Sample maximum peak obtained by normalized eross
correlation patcmumber 2 of size 64x64.

Figure 6. Two fingerprint impressions from the same finger with some
shift and rotation of 4.2 degrees.

Figure 10.Sample maximum peak obtained by normalized eross
correlation patch number 3 of size 64x64 pixels.

Figure 7. Nine patches of size 64 x 64 pixels.

Figure 11.Sample maximum peak obtained by normalized eross
correlation patch number 4 of size 64x64 pixels.
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