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Abstract: In this paper, fingerprint verification using Distributed Phase Correlation and Normalized Cross Correlation 

based algorithms are presented.  Such algorithms are proposed to be used by Cloud-Computing-Services with Quality 

of Service (QoS) and Quality of Protection (QoP). Since transfer of raw images are communication intensive, a 

proposed method is to use 128-bit Encryption for security and privacy of individuals fingerprints and a FBI approved 

Wavelet Scalar Quantization (WSQ) compression method at the source before transmitting to the destination nodes.  

Fingerprint scanners from various manufactures have different specifications in image capture size, etc. Standards need 

to be set on the specifications for image size, storage, transmission, interoperability of various verification algorithms, 

and protection. Results have shown Phase Correlation method is robust in cases of fingerprints have a shift and/or 

rotation relative to each other. 

Keywords: Cloud Services; Distributed Phase Correlation; Quality of Protection (QoP); Quality of Service (QoS). 

I.  INTRODUCTION  

Cloud-computing services are becoming common 

nowadays [1]-[3].   As the demand increases so does the 

demand for better Quality of Service (QoS) and demand 

for Quality of Protection (QoP).  Security is one of the 

main issues in Cloud-computing services.  Applications 

which operate on sensitive data must be protected.  

Sensitive biometric data such as fingerprints must be 

highly protected as nowadays they are being used in many 

situations for authentications.  Fingerprints stolen are more 

of a concern than a user losing his/her  password.  A 

password can easily be changed by the user but 

fingerprints (biometrics) used as authentication can not be 

changed.  Therefore, fingerprints must be protected from 

fraudulent use with highly secure standards.  

 

      Authentication of a person is required to access  places 

of high security and can be done in several ways, 

verification by knowledge such as passwords, verification 

by possession such as id cards or passports, or verification 

by biometrics such as fingerprints [4],[5].  Authentication 

can be done locally, such as access to restricted areas, 

Personal Digital Assistants (PDAs), computers, etc.  Here 

we look at authentication done remotely via cloud 

computing and therefore security issues which arise are of 

major concern, especially in keeping the data secure.  

Remote verification is necessary when the original 

fingerprint is stored at a remote site. One such application 

is verification by possession and by biometrics 

(fingerprints), which may be required at airports, border 

points, checkpoints, etc. All these check points require 

verification by possession and for further confirmation 

verification by biometrics may be done with the use of 

mobile wireless devices. Travel safety is a major concern 

not only for the governments but also for any person for 

example boarding a plane. Security has been a great issue 

at airports due to terrorist activities. Currently, verification  

is by possession of a valid passport. Consider the 

following scenario at an airport, verification of  

 

 

passengersô identities by fingerprint biometrics also. Each 

passenger goes through a checkpoint and his/her 

fingerprint is scanned by an ultrasonic scanning device. 

The fingerprint(s) are sent with a tag (personôs identity 

number and country code for fast look up) for verification 

at data centres which may be distributed around the world. 

There the tag is used to retrieve from database the personôs 

fingerprint and verification made. Since a passenger at 

airport A in country A may be a citizen of another country, 

say B, and therefore normally his enrolled fingerprint 

would be enrolled in the database located in his/her 

country B. Every country has laws protecting the privacy 

and security of their citizens. The scanned fingerprint 

image has to be transmitted through the internet to the 

country to verify the identity of a passenger.  A database 

of fingerprints maybe in hundreds of millions or billions 

depending on the population of the country. The 

fingerprint image size NxM varies depending on the 

device used. For a size of 768x768 at 500 dpi, assuming 8 

bits grayscale image, the amount of storage would be 

589,824 bytes [8]. Therefore, database size in bytes would 

require a total of image size (Q bytes) multiplied by the 

population size.  

 

     The problem is to authenticate the person based on his 

fingerprint scanned and sent for verification by cloud-

computing services. One question is how much time 

would it take for the verification result to arrive back (i.e., 

the time to communicate fingerprint image plus personôs 

data and time to process for verification). The time then 

depends on part where the databases are located. Ideally 

one location containing all countries fingerprints is 

preferred, but, in reality, due to various reasons, such as 

privacy issues and security concerns would be located at 

multiple locations. Another question is how reliable and 

accurate is the verification. Can we trust the result which 

comes from another country? Assuming each country 

would have their own database, therefore J scanned 
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fingerprints would have to be transmitted via cloud-

services points to K countries for verification of an 

identity of a person as in Figure 1. How accurate is the 

verification result? Fingerprints are considered sensitive 

information by any government and should not fall into 

the wrong hands. Another scenario is the person carries a 

biometric card which holds the personôs fingerprint 

already enrolled. Then, both the scanned fingerprint image 

and the one on the biometric card is sent to a cloud service 

point for verification and result communicated back as 

ñpass/failò. Reliable service is one of the key goals. This 

paper focuses on two key issues Speed and Accuracy of 

fingerprint verification. For Speed, communication bound 

and compute bound problems of fingerprint image(s) 

identification or verification at distributed databases are 

explored. The main contribution in this paper is presenting 

parallel and distributed algorithms based on correlation 

methods using 9 patches for high accuracy of fingerprint 

verification.  

 

     The paper is organized as follows: in Section II, some 

related work is presented. In Section III, fingerprint 

background is presented, and, in Section IV, methods are 

presented. Section V presents some Cloud Computing 

Security Issues. Section VI shows the results, Section VII 

presents the discussion, and in Section VIII, conclusion 

and future direction are given. 

 

 

 

 

 

 

 

 

Figure 1.  Fingerprint verification through peer Cloud Services to peer 
Cloud Services located around the world. 

 

II.   RELATED WORK 

     Work on fingerprint identification and verification is 

vast in the literature.  There are many algorithms 

appearing in the literature mainly based on minutia 

properties [4]-[8].  In this work, we use the Normalized 

Correlation and the Phase Correlation methods for 

verification for several reasons.  One reason is we store the 

original fingerprint image (using Wavelet Scalar 

Quantization compression technique, a standard set by 

FBI) [8] and not only the extracted features as done by 

methods based on the minutias. Many algorithms in 

literature are fast and have high reliability, but are not 

100% accurate [4][5]. Researchers have also proposed 

combination of biometric methods, for example fingerprint 

plus voice recognition [7]. Government of South Africa is 

allowing banks to have access to fingerprint database [9]. 

Chang et al. [10] have implemented a real-time 

video/voice over IP (VVoIP) applications on a Hadoop 

cloud computing system [16]. For access control, to 

prevent illegal intrusions, they have used facial 

recognition and fingerprint identification via cloud 

computing. It takes about 2.2 seconds to exactly identify 

the subject [10].  Ito et al. use Phase Correlation method 

for fingerprint verification [20]. In addition, Phase 

Correlation method has properties to register an image  to 

a reference image which has a rotation, a shift, and/or 

scale factor [17][18][20]. This work is an extension of our 

earlier work which dealt only with Normalized Correlation 

method [1]. In this work, we present novel algorithm for 

fingerprint verification algorithms based on parallel 

distributed versions of Phase Correlation method. 

III.    FINGERPRINT BACKGROUND  

     Fingerprint-based identification is one of the oldest 

biometric technique [7]. A fingerprint consists of three-

dimensional lines called ridges and the spaces between 

them are called valleys. Fingerprint identification is 

different from fingerprint verification. In identification, 

the question is to answer whose fingerprint is this. In 

verification, the question is, are you who you claim to be. 

In fingerprint identification, a large database has to be 

searched and match is of a form 1:N, whereas in 

verification the original image is to be matched with the 

live scan image and the match is of 1:1 form. Time 

required for identification is much larger than the time for 

verification.  

 

    As raw fingerprint image storage demands large amount 

of memory space; usually, images are not stored, but their 

properties are stored such as minutia type, etc. Here 

Wavelet Scalar Quantization (WSQ) [8], a compression 

technique developed by the FBI is used to compress 

images for transmittance or storage. WSQ has a better 

preservation of fine details over other compression 

techniques. A fingerprint image of 589284 bytes is 

compressed to WSQ image of size 45621 bytes, a 

compression ratio of 12.9 [8].  

   

 

 

 

 

 

 

Figure 2.  Fingerprint showing various features labeled. 

IV.   FINGERPRINT  METHODS 

     Algorithms use various techniques at different stages 

for example, during pre-processing (using segmentation, 

or enhancement), during alignment (before matching, 

during matching, displacement, scale, rotation), during 

feature extraction (e.g., minutia, singular points, ridges, 

counts, orientation field, texture measures, raw/enhanced 

image parts), and during comparisons (based on minutiae 

global, local, ridge pattern geometry or texture, and 

correlation) [4]. All categories fall under estimation and 
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approximation theory and the main ones are summarized 

below:  

A. Minutiae Based Method[4] 

1. Image acquisition or capture by a device. Objective is 

to capture image of the center of the finger as this part 

contains unique features. There are different 

technologies available in the market. The three main 

are optical, silicon, and ultrasound.  Ultrasound is 

better than the other two.  

2. Extracting unique characteristics of the fingerprint 

and their locations. A fingerprint consists of various 

ridges and valleys and formation of loops, arches, and 

swirls. Minutiaes are extracted which are of mainly 

two type ridge endings and bifurcations.  

3. Creation of minutiae template: Type, location, 

position, quality, direction of ridges, etc. 

4. Template matching between enrolment templates with 

the verification template. 

 

B. Correlation Based Method[5] 

     The mean-square difference is defined as 

ää
-

=

-

=

++-=
1

0

1

0

2)],(),([),(
n

i

n

j

qjpiHjiGqpE ,         (1) 

where,  G(i,j) is the feature image and H(i, j) is the original 

image.  For an ideal case, where there is no noise in the 

images, an exact match will make E zero for all possible 

points. In practice, E would not be zero due to noise in the 

original image and the feature image.  Therefore, a 

decision is made on a comparison with a threshold level T 

(p, q).  If E < T, then the decision is said to be a match has 

occurred otherwise the decision is no match. In practice, 

the Normalized  Cross-Correlation (NCC) given below[7],  
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is used. When evaluating algorithms the maximum limits 

on algorithms are imposed such as time limits of 

enrolment and comparison and size limits on template and 

memory. Typical values maximum limits used in 

fingerprint verification competition are shown in Table 1 

[4]. 

TABLE I.  FINGERPRINT VERIFICATION COMPETITION 

LIMITS . 

Maximum Limits on  Algorithms  

 Enrolment 

seconds 

Comparison 

seconds 

Template 

Kbytes 

Memory 

MBytes 

Open 

Category 
10 5 No limit No limit 

Light 

Category 
.5 .3 2 4 

 

The minimum and maximum values depend on type of 

databases; see [4], for further details.                       

C. Distributed Fingerprint Verification Algorithm  

     Most algorithms are of minutia type compared to 

correlation type. Here we chose to implement algorithm 

based on correlation method as it does not require much 

pre-processing as compared to minutia type. With pre-

processing in minutia type algorithms there is a possibility 

of false registrations of minutias due to poor image quality 

of fingerprints. 

     A cloud-service point may use a PC cluster to speed up 

fingerprint verification.  The steps of an algorithm based 

on correlation method are outlined as follows: 

 

 

Algorithm 1:  Distributed Correlation Method 

 

1. WSQ compression is performed on raw fingerprint 

image, tagged, and sent to cloud services point. 

2. The tag is used to find the original image from the 

database. 

3. A procedure is used to extract 9 feature patches of 

size N x N pixels from the original image and their 

locations are marked and stored.  The 9 patches are 

selected toward the center of fingerprint image and 

equal distance apart.  Core or delta points would be 

preferable to be included in one of the patch. 

4. Scatter P=9 feature patches and their locations to each 

node in a PC cluster.  Assume the original image is 

accessible by all nodes in a PC cluster. 

5. Each node tries to detect the patch on the scanned 

fingerprint image by calculating the normalized cross-

correlation equation (2) and sends the result back to 

master node.   

6. If majority of patches match with those in the scanned 

image. The scanned image is super-imposed on the 

original image.  If there are mis-alignment further 

techniques such as Phase Correlation Method 

combined with log-polar method (translation and 

rotation) are used to align the image. The normalized 

correlation value is compared with a threshold T, and 

if it is greater than or equal to 0.9 is considered a 

match. The neighboring patches may also be checked 

to achieve even greater accuracy.  

7. If majority of patches do not match declare a non-

match. 

8. Send the result ñpassò or ñfailò back to source. 

 

There are two types of errors that may occur in matching 

fingerprints, one is named a False Match rate FMR (False 

Acceptance) and the other False Non-Match FNMR (False 

Rejection).  A trade-off between the two errors exists 

depending on the threshold T. The point where FMR 

equals FNMR is called the Equal Error Rate.  

 

D. Distributed 2D FFT Algorithm based on MPI  

     Discrete Fourier Transform (DFT) has many 

applications in science and engineering fields. For 

example, in image processing DFT is used in image 

enhancement, restoration, smoothing, edge detection, 

compression, and registration [17]-[20].  
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     One application of 2D Fast Fourier Transform (FFT) is 

in pattern matching.  Suppose an image and a template 

(pattern) are given and the objective is to check if the 

pattern exists in the image.  

 

     Convolution or correlation may be used to find the 

location where template would match, however, 

convolution or correlation is a very compute intensive 

process in 2D image processing.   

 

     If a N x N image is convolved with a M x M template, 

then the number of multiplications and additions required 

are N^2 x M^2. For example if a 512 x 512 image is 

convolved with 64 x 64 template then more than a billion 

multiplications and additions are required.  In order to 

speed up computation 2D Fast Fourier Transform is used.  

   

     DFT is computationally demanding therefore a faster 

implementation of DFT is a FFT algorithm. A two-

dimensional Fourier Transform is given by 
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where j and k are row and column coordinates, 
Niew /2p= called a twiddle factor.  A two-dimensional 

DFT can be obtained by one-dimensional DFT on N points 

of a row then performing a one-dimensional DFT on the 

transformed N points.  A sequential 2D FFT can be 

converted to a parallel form using MPI on a PC cluster 

[19].  Given N x N 2D matrix which may represent an 

image and P nodes. Each node can compute a FFT of N/P 

points, then transpose the matrix, and compute N/P 

column points. 

 

Algorithm 2:   Distributed MPI 2D FFT   

     Given N x N image. The basic steps involved in a 2D 

MPI-FFT are: 

1. Scatter N/P rows of matrix to each node. 

2. Perform 1D FFT on rows 

3. Transpose matrix using all-to-all communications. 

4. Perform 1D FFT on columns. 

5. Gather results from nodes. 

Sequential time complexity of FFT is O (N log N) and 

ideal parallel time complexity would be O(log N) with N 

processors or nodes.   

 

     Communication time for the case of p=N is O (log N) 

and for the case of p<N is O (log p) for interconnection 

network which allows simultaneous exchanges.  The 

communication time of parallel FFT consists of time to 

scatter N/P points, time of all-to-all communication 

performing the transpose of the matrix, and last time to 

gather N/P points. That is 3 communication times i) 

scatter,  ii) all-to-all, and iii) gather. 

 

     The computation to communication ratio is defined as 

the ratio of the time spent computing the two 1D FFTs 

rows and columns to the times spent to execute collective 

communications.  The processors speeds on the nodes are 

extremely fast compared to those of communications 

media. 

 

E. Phase Correlation Method 

     The phase correlation method is useful in registering 

images that may have been rotated, translated, and/or 

scaled.  It has been used in fingerprint matching [20].  

Suppose two images of size  P x Q are given,  g(x,y) and 

h(x,y), their 2D Discrete Fourier Transforms (2D DFTs) 

are denoted by G(u,v) and H(u,v). 
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Cross spectrum ),( vuRGH  of ),( vuG and ),( vuH  is 

given by 

               ),(),(),( * mlHmlGmlRGH =                    (6) 

where * is used to denote the complex conjugate.  

 

Cross-phase spectrum  ),( mlRN

GH  is defined by 
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Phase correlation function   ),( qpr N

GH  is the 2D inverse 

DFT of (7) and is given by 
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In the case g(x, y) and h(x, y) are the same image then the 

Phase Correlation function is given by 

     
mq

Q
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P

N
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                      ),( qpd=                                               (9) 

where ),( qpd is the Dirac delta function.  The peak 

point location is given by 

      ),( yxd
  
 = 

),(

}{max

yx

r N

                                   (10)          

   When two images are similar their Phase Correlation 

function gives a distinct sharp peak.  Phase Correlation 

function produces a more distinguished peak than the 

ordinary correlation function.  The peak height is used to 

measure the similarity between two images.  The Phase 

Correlation function has the following properties, Shift 

invariance,  Amplitude invariance, and Immunity against 
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additive noise.  The properties can be verified directly 

from the Fourier Transformôs properties [17] [18]. 

 

Suppose the images are related by 

             =),( yxg ),( 00 yyxxh --  ,                      (11)      

that is g(x, y) is translated by an offset ),( 00 yx .  From 

the Fourier transform shift property the images are related 

by 

 

             
)( 00),(),(

yvxuj
evuHvuG

+-
=  .                  (12) 

       

From the normalized cross-power spectrum the 

exponential phase shift factor can be obtained as, 
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The inverse Fourier transform gives the Dirac delta 

function at the offset ),( 00 yx . 

                     ).,(),( 00 yyxxyxp --=d                (14) 

  Let g(x, y) be a scaled, rotated, and translated version of 

h(x, y), defined as,  

,sincos(),( 0xysxshyxg -Ö-Ö= qq             

)cossin 0yysxs -Ö+Ö qq             (15) 

 

Then the Fourier transform would be 

Ö¡+¡¡-¡= )cossin,sincos(
||

1
),(

2
qqqq vuvuH

s
vuG  

)( 00 yvxuj
e

+-
                                               (16) 

 

where uô = u/s and vô= v/s. 

 

The magnitude of above (16) is  

 

))sincos,sincos(),( qqqq vuvuMwvuM HG
¡+¡¡-¡Ö=             (17)                                                                                  

 

Where, w is a weighting factor. Using polar coordinates 

),( fr and letting fcosru=  and fsinrv= .  

Inserting in (17) above results in, 

 ,sinsincoscos(),( qfqf rrMwvuM HG
¡-¡Ö=  

                       Ö¡+¡ )cossinsincos qfqf rr            (18) 

 

And using trigonometric identities results in 

 

 ))sin()cos((),( qfqf +¡-+¡Ö= rrMwvuM HG    
 (19) 

which can be represented as, 

          ),(),( qff +¡Ö= rMwrM HG
 .                     (20)  

Converting to log-polar form, by taking the logarithm 

results in  

            ),(log),(log qff +¡Ö= rMwrM HG
         (21) 

where srr /=¡  and srr logloglog -=¡ . 

 

From the Fourier properties, a positional shift produces a 

phase shift and linear scaling of a spatial variable x,y 

produces an inverse scaling of spatial frequencies u,v.  The 

phase-correlation method can be used to obtain the 

translation in log-polar coordinate system. 

 

Algorithm 3:  Distributed Phase Correlation Method 

 

1. Given two images ),( yxg and ),( yxh of same 

dimensions. 

2. Given 12 +k nodes in a PC cluster, one master node 

and k2 (k>0) slave nodes. 

3. In parallel use Algorithm 2 to perform MPI 2D FFT 

of matrices ),( yxg and ),( yxh each on k nodes. 

4. Take the conjugate of ),( vuG . 

5. P(u,v)=Multiply the result of step 4 by H(u,v) and 

divide by absolute  of G(u,v)xH*(u,v). 

6. p(x,y) = abs( inverse 2D FFT of P(u,v) ) 

7. Obtain the coordinates (x,y) of the  maximum peak 

 

Algorithm 4:  Distributed Image Registration (scaled, 

rotated, and  translated) 

 

1. Given two images g(x,y) and h(x,y). 

2. In parallel, use Algorithm 2, compute MPI 2D FFT of 

g(x,y) and h(x,y) to obtain G(u,v) and H(u,v) both 

shifted to center zero frequency. 

3. In parallel, compute the magnitude |),(| vuGMG =  

and |),(| vuHMH = . 

4. In parallel, filter both magnitudes GM  and HM  

through a highpass filter and label outputs as HP1 and 

HP2. 

F. Scale and Rotation Calculations 

5. In parallel, map HP1 and HP2 to log-polar 

coordinates as LP1 and LP2. 

6. Use the Algorithm 3 to perform the phase-correlation 

method on LP1 and LP2.  

a.)  First use Algorithm 1, compute MPI 2D FFT of LP1 

and LP2. Label each as FLP1 and FLP2. 

b.) Multiply FLP1 by conjugate of FLP2 and divide by 

absolute |FLP1 x FLP2*| to obtain P(u,v). 

c.) On P(u,v) compute inverse MPI 2D FFT matrix,

),( qrp . Find the coordinates of maximum peak, 

thus, giving the rotation angle and scale. 

d.) Compute rotation angle and scale. 

7. Rescale h(x,y). 

8. In parallel, due to ambiguity in angle of rotation 

perform 2 rotations. On the rescaled image h(x,y), 

once by an angle q and the other by an angle q plus 

180ę and label each as ),(1 yxh  and ),(2 yxh , 

respectively. 

G. Translation Calculations 
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9. In parallel, perform 2 phase correlations, once g(x,y) 

with ),(1 yxh , and the other, g(x,y) with ),(2 yxh .  

Note: G(u,v) is already available from step 2 above.  

a.) Use Algorithm 2 to calculate 2D FFT and  label each 

as ),(1 vuH and ),(2 vuH , respectively.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  Parallel Image Registration using Phase Correlation Method. 

b.) In parallel, multiply G(u,v) by the conjugate of 

),(1 vuH  and G(u,v) by the conjugate of ),(2 vuH  and 

divide each by absolute, respectively. 

c.) Perform inverse 2D FFT on each and label as 

),(1 yxp  and the other as ),(2 yxp . 

d.) Find the coordinates of maximum peaks in ),(1 yxp  

and ),(2 yxp . 

10. Compare the 2 maximum peaks of each phase 

correlation obtained in step 9(d) above. Choose the 

coordinate (x,y)  with the higher peak. 

11. If the max peak belongs to ),(1 yxp  then translate the 

image ),(1 yxh  to register, otherwise if max peak 

belongs to ),(2 yxp  then translate ),(2 yxh  to register 

with g(x,y). 

 

H.      Computational Complexity of Image Registration 

      The computational complexity of parallel image 

registration algorithm consists of 6 2D FFT, 2 high-pass 

filters, 2 log-polar transforms, 3 Phase Correlations, and 2 

image rotations. Note, reduction in number of FFTs 

required can be reduced since image is real valued (see 

Reddy and Chatterji) [18].  It is seen from Figure 3 the 

computations can be performed in parallel and each 2D 

FFT can be performed using Algorithm 2.  The 2D FFT 

has O(n log n) complexity using sequential method.    

       One of the metric used to measure computational 

performance is speedup and is defined as 

commcomp

s

p

s
p

TT

T

T

T
S

+
==  

 

Where, sT  is the sequential execution time on one node, 

and pT  is the execution time on P nodes consisting of 

computation and communication time. Note in parallel 

processing one would prefer the computation time to be 

higher than communication time.  

V. CLOUD COMPUTING SECURITY ISSUES 

     Now a days fingerprints are being used to authenticate 

users to gain access to different types of services on the 

internet, such as access to courses online, banks, etc.  

Security is one of the main issues of cloud services.  Loss 

of privacy is another. Fingerprints have to be protected 

from fraudulent use by anyone.  Therefore the 

transmission of fingerprints through the internet must be 

encrypted for confidentiality and integrity.  The 

fingerprints have to be encrypted based on industry and/or 

government standards.  That is the fingerprints need to be 

protected while in transit as well as in the cloud services 

database.  The fingerprint databases from different 

countries may be moved to cloud services data centres 

would involve many security issues such as privacy, 

control and accessibility from third parties such that data 

security, application security, and data transmission 

security is maintained.   

 

     Currently at USA airports and some European airports 

are fingerprinting foreign nationals at their airports and 

retaining their fingerprints in their databases. Also, 

fingerprints are being used by various institutions to 

authenticate a person. In such cases it is obvious the 

fingerprint once taken of a person is no longer considered 

to be private, nor secure from being miss-used.  

Fingerprints are considered unique and unchangeable (i.e. 

part of a person) unlike passwords which the user can 

change (i.e. something the user knows and can change at 

will) and Smartcards (i.e. something a user has possession 

of).  In other words authentication based solely on 

fingerprints may become more risky than those based on 

possession and knowledge. For highly confidential data it 

would be necessary to combine 2 or more authentication 

methods. It would be necessary to have secure connection 

from source to destination such as 128-bit SSL encryption. 

 

     The cloud services should have a Quality of Service 

(QoS) that would include Quality of Protection (QoP) in 

addition to maintain privacy, security, reliability, 

availability, and management. 

VI.    RESULTS 

A. Beowulf  PC cluster Specifications 

Our test-bed consists of a PC cluster including 20 Lenovo 

machines with the following specifications: Intel CoreÊ 2 

Duo CPU, E4400 2.00GHz, 1.00 GB of RAM.  Network 
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Card: Broadcom Netlink, Gigabit Ethernet, Driver date 

8/28/2006 version 9.81.0.0. The PCs are connected to a 

Gigabit D-Link Ethernet switch. Each machine has a 

RedHat Enterprise AS Linux operating system installed, 

and uses LAM 7.0.6/MPI 2. 

B. Model  

A PC cluster of size 20 nodes is used to model 20 
airports. Each airport is located in a different country. Also 
assume each node in a cluster which represents an airport 
is also a processing centre (cloud service point). The cloud 
service point is assumed to have access to fingerprint 
databases around the world. The link between any two 
nodes may contain a number of routers with different 
latencies and bandwidths.   

C. Experimental result 

In this section, we present results of Normalized 
Correlation and Phase Correlation Methods run on 10 
nodes in a PC cluster.  Given an original fingerprint of size 
NxM, partition the image into B blocks each of size 
N/patch size. For example if N=512, then for patch size of 
16 pixels there are B=32 blocks, choose 9 patches located 
approximately in the center, for example, blocks no. 
(12,12), (12,15), (12,18), (15,12), (15,15), (15,18), 
(18,12), (18,15), and (18,18). Other ways can be used to 
choose the patches, for example, choosing a patch at the 
core or delta. The 8 other patches chosen are equidistant 
from the center patch enclosing the core or delta point.  
Also, the number of patches selected is arbitrary, however 
we choose 9 to achieve greater accuracy. The master node 
uses Message Passing Interface (MPI) to scatter the 
scanned fingerprint and the 9 patches to the 9 nodes in a 
cluster.  

  
      Each node searches in the neighbourhood of each 

block by sliding the patch pixel by pixel to find maximum 
normalized correlation. The database of fingerprints 
consisted of 20 people with 3 prints of the same finger for 
a total of 60 images.  Figure 4 shows a sample of two 
prints of the same finger with the second print clipped on 
the top.  Figure 5 shows the 9 patches selected of size 
32x32 pixels and figure 6 shows a sample of normalized 
correlation. We experimented with different patch sizes of 
16x16, 32x32, and 64x64 pixels.  Patch sizes of 64x64 
pixels exhibited sharpest peak in comparison to peaks 
obtained by using patches of sizes 16x16 and 32x32 
pixels. The FAR for threshold values of T =0.85 was 
0.02% for the patch size of 32x32.  For patch size of 
16x16, FAR starts to occur when T was set to a value of 
0.8. For patches of size of 32x32 and 64x64, FAR starts to 
occur when T was set to a value of 0.7. The FRR was 
11.3%, which is due to images having rotation.  It is 
observed 9 patches are more than sufficient to discriminate 
an impostor from the genuine fingerprint.   

 
     Figure 7 shows two fingerprints of the same person 

with some rotation and translation and Figure 8 shows 9 
patches of size 64x64 pixels.  Figures 9 through 17 show 
the Normalized Correlation of each patch correlated with 
the reference fingerprint.  The peak in each figure 
represents the location where the match of the patch 

occurs.  Comparing Figure 6 with Figures 9 to 17, it is 
seen that patches of size 64x64 depict a sharper peak. 

 
     In Figures 18 and 19, the reference fingerprint and 

fingerprint to register are shown with their FFTs, 
respectively.  Figures 20 and 21 show the fingerprints 
converted to Polar coordinates.  Figures 22 and 23 show 
the FFT of Log-Polar  magnitude FFT of image 1 and 
image 2, respectively.  Figures 24 to 32, show the results 
of Phase Correlation method.  It clearly shows the Phase 
Correlation method depicts much finer peaks in 
comparison to the Normalized Correlation method.  It is 
also seen that the height of the peaks in Phase Correlation 
method is much smaller than the height of the peaks 
obtained by the Normalized Correlation method.   In our 
experiments, peaks having values greater than 0.10 
indicated fingerprints matching and values less than 0.07 
indicated fingerprints not matching.  Angles of rotation of 
fingerprint images were kept in between -20 degrees to 
+20 degrees.  

 
     From the results it is concluded Phase Correlation 

method may be used in combination with Normalized 
Correlation method for higher accuracy and reliability of 
fingerprint matching. The accuracy of the algorithms 
depends on the value of thresholds set, e.g., T=0.10 
showed zero FAR on our database size of 60.  
 

 
 

 

 
 

 
 

 

 
 

 

 

Figure 4.  Two fingerprint impressions from the same finger with the 

bottom image clipped at the top. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1.  Nine patches of size 32 x 32 pixels. 



 ISSN (Online) 2278-1021 
ISSN (Print)    2319-5940 

 

International Journal of Advanced Research in Computer and Communication Engineering 
Vol. 4, Issue 5, May 2015 
 

Copyright to IJARCCE                                                             DOI  10.17148/IJARCCE.2015.45101                                                          476 

 

Figure 5.  Sample maximum peak obtained by normalized cross-

correlation of patch size of  32x32 pixels. 

 

 

 

 

 

 

 

 

 

Figure 6.  Two fingerprint impressions from the same finger with some 

shift and rotation of 4.2 degrees. 

 

 

 

 

 

 

 

Figure 7.  Nine patches of size 64 x 64 pixels. 

 

 

Figure 8.  Sample maximum peak obtained by normalized cross-

correlation of patch number 1 of size 64x64 pixels. 

 

Figure 9.  Sample maximum peak obtained by normalized cross-

correlation patch number 2 of size 64x64. 

 

 

 

 

 

 

 

Figure 10.  Sample maximum peak obtained by normalized cross-

correlation patch number 3 of size 64x64 pixels. 

 

 

 

 

 

 

 

Figure 11.  Sample maximum peak obtained by normalized cross-

correlation patch number 4 of size 64x64 pixels. 

 

 

 

 

 

 

 

 

 

 


